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What is Natural Language Processing (NLP)

e Natural Language Processing (NLP) 1s a subfield of artificial intelligence and
computational linguistics that focuses on the interaction between computers and
human language.

* NLP enables computers to understand, interpret, and generate human language,

including speech and text.

Conversational agents:
* Speech recognition
* Language analysis

* Dialogue processing

* Information retrieval

e Text to speech

e



A EF XK EERID

The Chinese University of Hong Kong, Shenzhen

BB K o BA A w5

To Combine Tradition with Modernity

To Bring ToSether China and the West

NLP in our everyday life

Machine Translation
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NLP in our everyday life

* Question Answering
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* What does “divergent” mean?

* What year was Abraham Lincoln born?

* How many states were in the United States that year?

* How much Chinese silk was exported to England in the end of the 18th century?
* What do scientists think about the ethics of human cloning?

T
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NLP in our everyday life
@ OpenAl

~ ® @ 0O D @O0 ®

* Dialogue Systems

Bt
o3

& c @ chatopenai.com/chat

New chat
m Do you know the Chinese University of Hong Kong (Shenzhen)?

Word meaning: diver £

NY- Comptiters tinderstai Yes, | am aware of the Chinese University of Hong Kong, Shenzhen

(CUHK-Shenzhen). It is a research-intensive university located in the city
Speech Request Assistance : : : : :
4 e : of Shenzhen, Guangdong Province, China. The university was established
oo B E in 2014 as a joint venture between the Chinese University of Hong Kong
(CUHK) and the Shenzhen Municipal Government.

CUHK-Shenzhen offers undergraduate and graduate programs in
various fields, including science, engineering, business, humanities, and
R R social sciences. The university has a diverse student body, with students
from China and other countries around the world. CUHK-Shenzhen is
Dark mode committed to fostering academic excellence and promoting innovation

and entrepreneurship.
My account

‘S Regenerate response
Updates & FAQ

Log out
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Natural Language Processing

Applications

Text Classification .
Named Entity Recognition
Sentiment Analysis
Machine Translation

Text Summarization
Question Answering
Speech Recognition

Text Generation

To Combine Tradition with Modernity 1o Brung Together China and the West

Core Technologies

Language modeling
Part-of-speech tagging
Syntactic parsing
Named-entity recognition
Word sense disambiguation

Semantic role labeling

NLP lies at the intersection of computational linguistics and machine learning.

e
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Natural Language Processing

phonetics
orthography

phonology

pragmatics

Level Of
Linguistic
"shallower" -
syntax
Knowledge

discourse

T
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Level of Linguistic Knowledge

e Phonetics, Phonology

SOUNDS Th i a si e n

e Words
* Language Modeling
 Tokenization

* Spelling correction

WORDS This is a simple sentence

e
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Level of Linguistic Knowledge

e Morphology
* Morphology analysis

o WORDS This is a simple sentence
* Tokenization
o MORPHOLOGY Isg
* Lemmatization present
* Part of Speech (POS)
* POS tagging
PART OF SPEECH DT VBZ DT 33 NN
WORDS This is a simple sentence
MORPHOLOGY o

present
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Level of Linguistic Knowledge

S
\
SYNTAX VP\
* Syntax & e
PART OF SPEECH DT VBZ DT 7.7 NN
WORDS This is a simple sentence
MORPHOLOGY i
present

. S
* Semantic SYNTAX Ve \

* Named entity recognition NP / NP

* Word sense disambiguation = PART OF SPEECH DT VBZ DT JJ NN
- : WORDS is i '
* Semantic role labeling Lo B S[Tfl!]e SERtente
MORPHOLOGY 3sg :___,.:3 string of words
resen few satisfying the
SEMANTICS PeEREE B P s g

O a language
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Level of Linguistic Knowledge

 Discourse

S
e
VP
SYNTAX \
i /Nlp\
PART OF SPEECH 5P URE T T _—
WORDS This is a simple sentence
] SENTENCE1
MORPHOLOGY 3Dseg ShIanPiLnEgl string of words
present few satisfying the
SEMANTICS parts grammatical rules

of a language

CONTRAST

DISCOURSE But it is an instructive one.
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Symbolic NLP

« Symbolic NLP is based on formal rules and logic, Logic-based/Rule-based NLP

where the focus 1s on the symbolic representation of ———

language. ~90s

* Linguistic rules are used to create a formal grammar

that can be applied to natural language text.

direct translation
MR, .o s binsaiosi BN =

. . 'J. -
* Rules are hand-crafted by linguists and experts target
text text
L% B L e PR N v P kb B e e PR = ================= RESTART: C:\Users\Mausam\Desktop\h
T SR R S S R e ['shubhamg1996308gmail.com', 'meeraj@yahoo.com']
File Edit Format Run Options Window Help >35> T )
E |
g = 1
T ist = 5 _L
1print (1s \
'+ for one and more
i and @ for mail symbol matching
Matches any non-whitespace character
L
PROGRAM QERELT

e
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Probabilistic NLP

* Probabilistic NLP 1s based on statistical models and machine learning algorithms
e It learns from data to make predictions about language.
* In probabilistic NLP, the features are automatically learned from the data using

statistical methods and machine learning algorithms but not the hand-crafted.

Engineered Features/Representations

Translation Model

source | target | translation -mld 2“105
phrase | phrase features
\ Reranking Model —
feature
Language Model — .
weights

/ argmazx, P(fle)P(e)

e



A kP LK 2GR B fF s K » BxAatA s & 3

D :h] The Chinese University of Hong Kong, Shenzhen To Combine Tradition with Modernity 7o Brung Together China and the West

Connectionist NLP

Learned Features/Representations
* Connectionist NLP is an approach to
natural language processing that uses

neural networks to model language and

perform various NLP tasks.

* [t has the advantage of being able to
learn complex features and
relationships in data without the need
for hand-crafted features or domain-

specific knowledge.
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Representing words as discrete symbols

In traditional NLP, we regard words as discrete symbols:

hotel, conference, motel — a localist representation

* Such symbols for words can be represented by one-hot vectors:

motel=[000000000010000]
hotel=[000000010000000]

* Vector dimension = number of words in vocabulary (e.g., 500,000+)
* These two vectors are orthogonal. There 1s no natural notion of similarity for

one-hot vectors!

* Solution: learn to encode similarity in the vectors themselves

e
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Representing words by their context

e Distributional semantics: A word’s meaning is given by the words that frequently
appear close-by.

* One of the most successful ideas of modern statistical NLP!

* When a word w appears in a text, its context is the set of words that appear nearby

(within a fixed-size window).
*  We use the many contexts of w to build up a representation of w

...government debt problems turning into banking crises as happened in 2009...
...saying that Europe needs unified banking regulation to replace the hodgepodge...
...India has just given its banking system a shot in the arm...

These context words will represent banking

e
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Word vectors

We will build a dense vector for each word, chosen so that it is similar to vectors
of words that appear in similar contexts, measuring similarity as the vector dot

(scalar) product

N a N
0.286 0.413
0.792 0.582
-0.177 -0.007
banking = -0.107 monetary = 0.247
0.109 0.216
-0.542 -0.718
0.349 0.147

Note: word vectors are also called (word) embeddings or (neural) word representations.
They are a distributed representation

T
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Word meaning as a neural word vector — visualization

need

help
come
/‘ 0.286 -—\ take
0.792 e, R
=0.177 meet - continue
-0.107 xpec N want become
E'pr.’ct = 0.109 thinl':” = N _
~0.542 say remain ey
0.349 s
0.271
being

& 0.487 __/' been

hE"J|'|a5

have

e
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Word2vec: Overview

* Similar to language model, but predicting next word is not the goal.
e Idea: words that are semantically similar often occur in similar context

 Embeddings that are good at predicting neighboring words are also good at

representing similarity

INPUT PROJECTION  OUTPUT INPUT PROJECTION OUTPUT

w(t-2) w(t-2)

wt),

7N\

w(t+1)

w(t-1) w(t-1)
J _\SU M
/ | —J "

w(t+2)

Skip-gram CBOW

Skip-gram v.s. Continuous bag-of-words
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Word2vec: Overview

* Basic Solution

* We have a large corpus (“body”) of text: a long list of words

* Every word in a fixed vocabulary is represented by a vector

* Go through each position ¢ in the text, which has a center word ¢ and context
(“outside”) words o

» Use the similarity of the word vectors for ¢ and o to calculate the probability of o
given ¢ (or vice versa)

* Keep adjusting the word vectors to maximize this probability

P(We—z | we) P(Weyz | W)

P(we_q | we) P(Weiq | We)

problems  turning banking crises  as

L " J l_Y_J 1 Y J
outside context words center word outside context words
in window of size 2 at positiont in window of size 2

e



B P LK E R B3R« B4 TR & 3

.-, The Chinese University of Hong Kong, Shenzhen To Combine Tradition with Modernity o Brng Together China and the West

Word2Vec Overview

* Example windows and process for computing P(wt+ 2| wr)

P(Wein | We)

P(Wt—l |Wt) P(Wt+1 |Wt)

problems  turning banking crises  as

L . J l_Y_J L Y ]
outside context words center word outside context words
in window of size 2 at position t in window of size 2
P(Wt—z | we) P(Weip | We)
P(Wt—l | Wt) P(Weyq | W)

problems  turning into crises  as

Y Y L Y ]
outside context words center word outside context words
in window of size 2 at positiont in window of size 2

T e
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SKip-gram: objective function

e For each position 7 =1,...,T , predict context words within a window of fixed size m,

given center word w,. Data likelihood:

Likelihood = L(@) = P(Wt.H' | we; 6‘)

- A F 9 A

i i =1 —msj=<s
@ is all variables | t=1 -msjs=m
to be optimized

e The objective function J(€) is the (average) negative log likelihood:

1 1
](9)=_?108L(9)=_? Z logP(ij [Wtig)

t=1 —-msj<m
Jj#0




A& F LK EERID B (s KR o B4

<3, The Chinese University of Hong Kong, Shenzhen To Combine Tradition with Modernity

Ay

To Bring To8ether China and the West

SKip-gram: objective function

*  We want to minimize the objective function:

J(@) = ”“_Z Z lOgP(WH; | we; 9)

t=1 —md)(m
Jj#0

We will use two vectors per word w to calculate P(w;y; | w;; 0)
* v, when w is a center word
« U, when w is a context word

e Then for a center word ¢ and a context word o:

Plole) = — SPEY)

Zwev €Xp(Uy ;)
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SKkip-gram with Vectors

* Example windows and process for computing P‘(wt+ jl Wr)

- P (upmmems | vinm) short for P(problems | into ; Uprobiems: vmm,ﬂ)

P(“‘prablems vinm) P (Uerisis [Vinto)

P(umnmg | Vinto Plu anking [¥ineo

problems  turning banking crises  as

L / 1 i
Y Y L X )

outside context words center word outside context words
in window of size 2 at positiont in window of size 2

e Treat the target word and a neighboring context word as positive examples
* Randomly sample other words in the lexicon to get negative samples
» Use logistic regression to train a classifier to distinguish those two cases

* Use the weights as the embeddings

e
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SKkip-gram with Vectors

* Prediction Function: the softmax function to map values to a probability distribution

@ Exponentiation makes anything positive
(1) Dot product compares similarity of o and c.

J Ty = ) = Y1 .49
{17 U'V=UTV = Q=g UiV
P(OlC) = Larger dot product = larger probability

z:WEV EXp(uva)
3 Normalize over entire vocabulary

to give probability distribution

Target Word Context Word
W(t) W(c)
v v
Embedding Layer Embedding Layer o .
St et el ) * Training the Classifier
. Start with random weights
”@ﬁ‘lmr » Adjust the word weights to
[ Wy ) ot producs | * Make the positive pairs more likely
¥
DSIS e * Make the negative pairs less likely
Yntm ; * Over the entire training set

I-Ccsmpute Loss and BacqupJ
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Intrinsic word vector evaluation

*  Word Vector Analogies

ia
a:b::c? — d = arg max (mb —Za t wc) Ti
¥ ||z6 — 2o + z||

man:woman :: king:?

* Evaluate word vectors by how well their cosine distance after addition captures
intuitive semantic and syntactic analogy questions

* Discarding the input words from the search (!)

vector(‘king’) - vector(‘man’) + vector(‘woman’) = vector(‘queen’)

vector(‘Paris’) - vector(‘France’) + vector(‘/taly’) = vector(‘Rome’)

WOMAN

/ AUNT QUEENS
MAN /

e KINGS \
QUEEN \ QUEEN

KING KING

T
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Summary of SKip-gram

 Start with random word vectors as initial embeddings

* Try to predict surrounding words using word vectors:

exp(udve)

Zwev eXp(uy )

P(olc) =

Take a corpus and take pairs of words that co-occur as positive examples

Take pairs of words that don't co-occur as negative examples

Train the classifier to distinguish these by slowly adjusting all the embeddings to
improve the classifier performance

Throw away the classifier code and keep the embeddings

* Doing no more than this, this algorithm learns word vectors that capture well word

similarity and meaningful directions in a word space!
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Continuous Bag of Words (CBOW)

* The context words are first passed as an input to an
embedding layer (initialized with some random
weights)

* The word embeddings are then passed to a lambda
layer where we average out the word embeddings.

* We then pass these embeddings to a dense SoftMax
layer that predicts our target word.

*  We match this with our target word and compute
the loss and then we perform backpropagation with
each epoch to update the embedding layer in the

process.

« Extracting out the embeddings of the needed words from our embedding layer,

once the training is completed.

W(t-n)

l— Wit-1) | | Wit+1)

—l W(t+n) 7

Embedding Layer
{vocab_size x embed_dim)

embedding

I
L_' wit-n) I:" wit1) Wits1)

embedding embedding

':l wﬂm:]

-

Lambda Layer

—]

W#

[ Wiavg) embedding

¥

Dense Layer

%‘3

wit)

LU

I-Eurrpul:r Loss and E-a-:ul:rrupJ

e
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Generate image captions (Vinyals et al. arXiv 2014)

* Use a CNN as an image encoder and transform it to a fixed-length vector

» Itis used as the initial hidden state of a “decoder” RNN that generates the target

sequence

Vision Language A gro up of people
Deep CNN Generating shopping at an
RNN outdoor market.

[ @ There are many
vegetables at the
fruit stand.
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Generate image captions

The learning process is to maximize the probability of the correct description given

the image
& F* = arg max Z log P(S|1:0)

(1.5)

')
I} = ) "log P(Se]I, So;- - - s Se=1)

t=0

log P(S

I is an 1image and S is its correct description

Loz pi(5) | [ log pa(sa) |
T 1

L t
uégg P P2 PN
ghe
":é.f; . T T T
iyt i
i T =~ s 5 5
:g;—-: E —i 5 — b_} — ees E
i 1 - i =l
ks
T i 1 1
3 WesSo| | Wesi WeSnir
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Generate image captions

* Denote by S, a special start work and by S, a special stop word

* Both the image and the words are mapped to the same space, the image by using CNN,
the words by using word embedding

* The image I 1s only input once to inform the LSTM about the image contents

e Sampling: sample the first word according to £, then provide the corresponding
embedding as input and sample £, , continuing like this until it samples the special

end-of-sentence token

[ tog pi(5) | | tog p2(52) |

) ) )
CNN(I : -
P10 T 1 T
T = W5, t € {:ﬂ', e, N =1} :‘:;g: - - . s
< , =i El—=|E|l—lE|—r —|E
Piyy = LSTM(x:),t € {_[]',...=i""-' == 1} il bk i = =
Ll 8= ifﬂg!’[‘?} H \j Fo !

G Al -BLE F Weso| [ wes WeSn.1
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Question Answering and Visual Question Answering

wl w2 w3

. . Question
¢ Que Stlon Answerlng I * Word Embetding Layer ‘ | Embedding

v v v
[ Q-LSTM Q-LSTM Q-LSTM
o Cell Cell Cell Circular
»— C lati "
@ i i l . QEEIANon Holographic
= N el - Hidden
o] Q-LSTM Q-LST™M > Q-LST™M \ S i S Layer
Cell Cell Cell \ S ~ Saftak
Y S~ =i~
\ M O Tl Layer
\ S
A 4 Fully O Fully (
A-LSTM A-LSTM A-LSTM N C;’v“r.‘eﬁ:e" (O| Connected
- Cell Cell Cell 37 elghis Weights
s f N O i
> 1 . " Bilinear *, Q-
c A-LSTM A-LSTM .| A-LSTM Similarity — y o
< Cell Cell Cell - e

i f ¥

| Word Embedding Layer | ,,,,,

! il T Embenrg Overlap
* Visual Question Answering
4096 output units from last hidden layer 1024

T

Fully-Connected
e Coitvsluthan Liyes Fuly-Carrected Wi

Convalution Layer Pooling Laver  + Noerlinearity Fooling Layer
+ Mon-Linearity
2x2x512 L5TM
1024

Point-wise i connected  Softmax
multiplication

Fully-Connected

“How many horses are in this image?”
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Revisit of seq2seq model

The conventional seq2seq model is proposed for neural machine translation and generally
follows an encoder-decoder architecture

The encoder converts the input sequence into a sentence embedding (or context vector, or
“thought” vector) of a fixed length (dimension)

The embedding vector is expected to be a comprehensive summary of the whole input
sequence

The decoder takes only the sentence embedding from the encoder as input to emit the

output sequence

Encoder She — is > eating— a > green — apple

Context vector (length: 5)

l—< [0.1,-0.2, 0.8, 1.5,-0.3] )=

Decoder h > FE P K = F P ER
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Attention for Neural Machine Translation (NMT)

* The major drawback of the seq2seq model: this fixed-length embedding vector is

incapable of remembering the whole long sentences. Often it is more likely to forget the

early parts of the input sequence.

* As the context vector might not be able to capture the information of the whole sentence,

the attention mechanism [Bahdanau et al., 2015] explicitly builds word-level alignment

between the input and output sequences

Encoder

Decoder

She —{ is > eating—> a > green — apple
Context vector (length: 5)

[—( [0.1,-0.2, 0.8, 1.5,-0.3] )=

o [ B e = B EE
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Attention for Neural Machine Translation (NMT)

e X = [x1,Z2,...,Zn] —input (source) sequence of length n

 y=|y1,Y2,...,Ym]| — output (target) sequence of length m
The encoder is a bidirectional RNN having forward hidden states E}i and backward

{_
hidden states 5 ;. , and generating the hidden state at position i

hi=[RT; R T)T

(Target) Y1 Wi

’ > St-l

Decoder: RNN with input from
S¢P—> - - - previous state + dynamic
context vector.

Context vec

| : :
" Attentl_on layer: parameterized Additive Attention
/l by a simple feed-forward network

Encoder: bidirectional RNN

X X X X, (Source)
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Attention for Neural Machine Translation (NMT)

The decoder has hidden state s; = f(s¢—1,y¢—1,c¢) for the output word at position

tfort=1,..., m

ct = Z ot ihi Context vector for output Yt
=1
ae; = align (yi, ;) How well two words Y+ and &; are aligned

B exp (score (s¢—1, hi))
- Yo% _, exp (score (s¢—1, hir))

Softmax of some predefined alignment score

(Target)  Ye1 Wi

Decoder: RNN with input from
previous state + dynamic
context vector.

1 : :
| Attentl'on layer: parameterized Additive Attention
1 by a simple feed-forward network

4

Encoder: bidirectional RNN

X X X X, (Source)




0y F AT LXK FRYD B3 LK « BA A& g

% 5 The Chinese University of Hong Kong, Shenzhen To Combine Tradition with Modernity 1o Brung Together China and the West

Attention for Neural Machine Translation (NMT)

* (¢ '—the sum of hidden states of the input sequence weighted by the alignment scores,
based on which, the class or regression prediction of each output position can be made

* The alignment model assigns a score «t,i to the pair (yt, i) at input position ¢ and
output position i

* score —a 2-layer feed-forward network (or MLP) estimating the affinity between st—1

(just before emitting ¥¢, ) and h;

score (8¢, hi) = Wi(tanh (W2 [s¢; hi] + b2) + b1)

Wi, Ws, by, by are weight matrices and biases to be learned




HHEF LK ERID B fF s K » BxAatA s & 3

5 The Chinese University of Hong Kong, Shenzhen To Combine Tradition with Modernity o Brng Together China and the West

Image Captioning

* By changing the encoder to a CNN model, we can output an image caption
according to the contents of an input image

* The above mentioned attention mechanism can also be used to align different image
regions with the output words as in the Show, attend and tell paper

* The alignment weights ¢,: for each output position ¢ are normalized across the
whole 2D spatial image plane. Each input index i indices a pixel (x, y) in the 2D

feature maps from the visual CNN .. ..

throwing(0.33)

park(0.35)
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Soft and Hard Attention

* The Show, attend and tell paper also discusses “soft” vs. “hard” attention, based on
whether the attention weights are discrete or continuous over the image regions
* Soft attention: the alignment weights are learned and placed “softly”” over all patches in
the source image, the same as the NMT alignment paper
* The model is smooth and differentiable
* Expensive when the source input is large
* Hard attention: only selects one part of fixed scale of the image to attend to at a time
* Less calculation at the inference time
* The model is non-differentiable and requires more complicated techniques such as

variance reduction or reinforcement learning to train

Swiwiwinl B EE
FERREERERE

bird flying over body water

(Top) Soft
attention.

£

(Bottom) Hard
attention.
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Different Alignment Score Functions

 Different alignment (or similarity measurement) functions

Type Alignment Score Function
Cosine similarity score(st, hi) = cos(st, h;)
Concatenation-based™  score(s¢, h;) = Wi tanh(W5 [s¢; hi)
General score(s¢, hi) = s; Wh,;
Dot-product score(s¢, hi) = st h;
Scaled dot-product’ score(s¢, hi) = %

*Bias vectors are not shown. Tdim is the dimension of the vectors s; and h;.
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